from Richard Douglas to everyone:    12:00 PM
All good
from Ben Miller to everyone:    12:00 PM
all good here
from Pam Mooney to everyone:    12:00 PM
Yes, I can hear him
from David Stohlmann to everyone:    12:10 PM
is the free 30-day access starting at the end of the class or whenever we activate that code?
from Darrick Coles to everyone:    12:12 PM
The links seemed to both go to the print  version
from David Stohlmann to everyone:    12:12 PM
awesome, thanks!
from David Stohlmann to everyone:    12:13 PM
I was able to get the "ForViewing" that looks like what you are presenting
from Christine Flores to everyone:    12:14 PM
I was able to get the "ForViewing" pdfs as well
from Brian Kallion to everyone:    12:14 PM
youracclaim
from Tim Radney to everyone:    12:14 PM
This link appears to be correct for viewing. o    https://www.sqlskills.com/external/recordings/IECAG-Oct2020-48mmk/IECAG-2020-ForViewing.zip
from Darrick Coles to everyone:    12:16 PM
Got iti, thanks!
from Lee Ellen Lynch to everyone:    12:16 PM
will be still be in class when this meeting goes on?
from mac1550 to everyone:    12:16 PM
Used S1 for 5 - 6 years now. Been in SQL for 20+ yrs. This is the greatest SQL monitoring software I've ever used.
from Ben Miller to everyone:    12:29 PM
Interested in the Linux stuff
from David Stohlmann to everyone:    12:29 PM
I'd be interesting to understand what it will take to run Availability Groups in Linux, RHEL specifically
from David Stohlmann to everyone:    12:29 PM
*interested
from Richard Douglas to everyone:    12:29 PM
I'd be interested in knowing more on the Linux side
from Darrick Coles (privately):    12:53 PM
Must have coffee :)
from Richard Douglas to everyone:    12:54 PM
It's an involuntary response to a lack of oxygen
from Stephen Dyckes to everyone:    1:03 PM
Does that mean he needs to remember to breath?
from Tony Jacob to everyone:    1:07 PM
in a 4 node cluster....if you don't have the witness in a 3rd site...and and one of the data centers(with 2 nodes) goes down....will the whole cluster fail?
from John Genske to everyone:    1:12 PM
We have had the biggest issues with the cloud witness. have a 2 node cluster +cloud witness and our datacenter looses internet and the dr site and cloud witness are unreachable since there's no internet to reach the cloud or the other server through a vpn tunnel. whereas a fileshare on our hypervisor would be reachable
from Tony Jacob to everyone:    1:13 PM
yes, thank you
from John Genske to everyone:    1:13 PM
👍
from Ben Miller to everyone:    1:13 PM
Yes it will
from David Stohlmann to everyone:    1:15 PM
can you clarify what CCRG is?
from David Stohlmann to everyone:    1:15 PM
so is basically the site that is "online/active"?
from John Genske to everyone:    1:16 PM
yeah we are in manual failover so just alerting for us at this point
from Chris F to everyone:    1:16 PM
John, does the VPN to the dr site run over the same conenction as your Internet connection?
from John Genske to everyone:    1:19 PM
Correct Chris F
from David Stohlmann to everyone:    1:20 PM
yes
from Chris F to everyone:    1:24 PM
So you're protecting against failure of the primary server but introducing a single point of failure with that interrnet connection.
from Henry Treftz to everyone:    1:28 PM
Would you want the CW connection on it's own 'card' for the network?
from John Genske to everyone:    1:29 PM
yes async i think it answers it at this point
from Tony Jacob to everyone:    1:30 PM
if it's only a 2 node cluster and quorum is lost....the primary node would still be processing all the data right?  so secondary would just need to catch up when the connection is re-established
from John Genske to everyone:    1:32 PM
That would be awesome!
from Tony Jacob to everyone:    1:33 PM
is it common for organizations to utiilze Azure's blob storage only for the witness?
from Brian Kallion to everyone:    1:33 PM
and it should be a node in the cluster, rather than a witness in the same datacenter?  
from Tony Jacob to everyone:    1:33 PM
ty
from Brian Kallion to everyone:    1:34 PM
like what is special about adding a third node rather than using a file share witness, in this last example yes
from Brian Kallion to everyone:    1:36 PM
ok cool... we are set up for manual failover anyway, so that's why our FSW is in the primary datacenter
from Richard Douglas to everyone:    1:38 PM
Wouldn't you use DFS for the file share or is that not possible?
from Brian Kallion to everyone:    1:44 PM
yup, plus a node+witness is better than a node OR a witness, that makes perfect sense too
from John Genske to everyone:    1:45 PM
extra node makes sense
from Brian Kallion to everyone:    1:47 PM
yes i do get occasional hiccups which is why i'm here :)
from Richard Douglas to everyone:    1:48 PM
How has your 2019 server been up for 1461 days?
from Tim Radney to everyone:    1:51 PM
Paused: See everyone back at 2:30 PM Eastern. 
from Tim Radney to everyone:    2:25 PM
5 minute warning to start back
from Lee Ellen Lynch to everyone:    2:29 PM
back
from Brian Kallion to everyone:    2:30 PM
loud and clear
from Tony Jacob to everyone:    2:30 PM
yup
from Ben Miller to everyone:    2:30 PM
all good
from Pam Mooney to everyone:    2:30 PM
I can hear him
from Tim Radney to everyone:    2:30 PM
thanks!
from Pam Mooney (privately):    2:32 PM
Will you take us through how to setup a WSFC from start to finish?  I've seen you do it really quickly, but don't know how to do one
from Richard Douglas to everyone:    2:48 PM
Thanks.
from Darrick Coles to everyone:    2:51 PM
Basic question. Can I experiment with Clustering in my work VM environment, or does it need to be a domain controller, etc. and cause issues - ie. do I need an isolated environment to "play" with clustering?
from Ben Miller to everyone:    2:56 PM
Add-WindowsFeature Failover-Clustering
from Pam Mooney to everyone:    2:56 PM
Thanks, Ben!
from Ben Miller to everyone:    2:57 PM
or Add-WindowsFeature Failover-Clustering -IncludeManagementTools
from Ben Miller to everyone:    2:57 PM
to get the management tools installed with it.
from Pam Mooney to everyone:    3:06 PM
Thank you so much!  That made perfect sens
from Pam Mooney to everyone:    3:06 PM
sense
from Ben Miller to everyone:    3:07 PM
New-Cluster not Create-Cluster
from Richard Douglas to everyone:    3:14 PM
Didn't you want 168.30?
from Oleg Pokrovskiy to everyone:    3:20 PM
What is proper failover procedure for site-aware config?
from Oleg Pokrovskiy to everyone:    3:24 PM
Thanks!
from Darrick Coles to everyone:    3:28 PM
Can you repeat the first point about the shared disk array
from Darrick Coles to everyone:    3:31 PM
Yes
from Richard Douglas to everyone:    3:33 PM
Any good resources for creating a shared disk in a local environment using VMWorkstation, hyperV etc on a laptop without access to a san and datacenter edition?
from Richard Douglas to everyone:    3:42 PM
Cool, thanks
from Tony Jacob to everyone:    3:49 PM
does that mean if servers are Vmotioned the cluster confgurations can get messed up?
from Pam Mooney to everyone:    4:06 PM
Yes
from Pam Mooney to everyone:    4:06 PM
Unfortunately
from Oleg Pokrovskiy to everyone:    4:06 PM
Yes
from Ben Miller to everyone:    4:20 PM
Q: What about when you have an FCI on that node and you evict it?  What happens to the instance?
from Ben Miller to everyone:    4:21 PM
But when you add the node back, does it just reattach?
from Ben Miller to everyone:    4:21 PM
ok
from Richard Douglas to everyone:    4:28 PM
That is really cool
from Ben Miller to everyone:    4:29 PM
When you say upgrade in place, do you mean install sql 2014, then upgrade it to sql2017? Or can you just install SQL 2017 and fail the 2014 instance over to the SQL 2017?
from Tony Jacob to everyone:    4:31 PM
these in place upgrades are just for SQL Engine or also the OS?
from Chris F to everyone:    4:32 PM
He mentioned a few minutes ago that you can do the OS as well but I don't recall the minimum OS that you can start doing that with.
from Ben Miller to everyone:    4:33 PM
Is that strategy common in the wild? Normally I don't like in place upgrades of Windows or SQL Server.
from Oleg Pokrovskiy to everyone:    4:34 PM
What TCP port range shall be open for FCM to communicate with the WSFC?
from Ben Miller to everyone:    4:36 PM
Good to know
from David Stohlmann to everyone:    4:36 PM
can you back out to lower version of SQL Server after upgrading one of those nodes?
from Ben Miller to everyone:    4:36 PM
So if you have 8 nodes you have to upgrade 4 of them before it can fail over?
from Ben Miller to everyone:    4:37 PM
ok
from Oleg Pokrovskiy to everyone:    4:37 PM
Can we add Win 2019 node to Win 2012 Failover Cluster?
from Oleg Pokrovskiy to everyone:    4:40 PM
What TCP port range shall be open for FCM to communicate with the WSFC?
from Oleg Pokrovskiy to everyone:    4:44 PM
Thanks!
from Ben Miller to everyone:    4:46 PM
In 2019 DQ server is now installed by default.
from Ben Miller to everyone:    4:46 PM
In a cluster.
from Richard Douglas to everyone:    4:50 PM
Could you use GMSA's when using an AD domain for the service accounts?
from Richard Douglas to everyone:    4:50 PM
ok, thanks
from Darrick Coles to everyone:    4:53 PM
SOunds like a plan
from Pam Mooney to everyone:    4:53 PM
Thank you, Jonathan
from Chris F to everyone:    4:53 PM
Thank you.
from Ben Miller to everyone:    4:53 PM
OK, great.
from Ben Miller to everyone:    4:55 PM
Once you install a 2019 node in a 2016 cluster, that node is not available as a failover even if it has the same SQL version?
from Ben Miller to everyone:    4:55 PM
So if you don't upgrade the instance, having 2019 and 2016 Windows is not a big deal?
from Ben Miller to everyone:    4:56 PM
OS
from Ben Miller to everyone:    4:56 PM
ok
from Oleg Pokrovskiy to everyone:    4:57 PM
Is it a good practice to set ClusterOwnerNode to cluster resources in multi-site FC?
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