from Pam Mooney to everyone:    11:57 AM
Good Morning, and Happy Friday
from Tim Radney to everyone:    11:58 AM
Good morning Pam. 
from Pam Mooney to everyone:    12:03 PM
We can hear him
from Ben Miller to everyone:    12:09 PM
Thanks
from Jonathan Kehayias to everyone:    12:09 PM
https://techcommunity.microsoft.com/t5/core-infrastructure-and-security/configure-sql-server-failover-cluster-instance-on-azure-virtual/ba-p/371464
from Chris F to everyone:    12:25 PM
Not here.
from John Genske to everyone:    12:27 PM
does it write the history of the log back to the history on the primary
from Stephen Dyckes to everyone:    12:28 PM
Unfortunately, no
from Chris F to everyone:    12:32 PM
Another plug for dbatools:
from Chris F to everyone:    12:32 PM
https://docs.dbatools.io/#Get-DbaAgBackupHistory
from John Genske to everyone:    12:33 PM
Thanks Chris!
from Chris F to everyone:    12:42 PM
That's a regular occurance here.
from Chris F to everyone:    12:44 PM
"Setting MultiSubnetFailover to true isn't required with .NET Framework 4.6.1 or later versions."
from Chris F to everyone:    12:44 PM
https://docs.microsoft.com/en-us/dotnet/framework/data/adonet/sql/sqlclient-support-for-high-availability-disaster-recovery
from Chris F to everyone:    12:45 PM
We've had to fight that with several applications.
from Ben Miller to everyone:    12:47 PM
get-clusterparameter
from Tony Jacob to everyone:    12:51 PM
if it's set to 1 the IP is static?  
from Tony Jacob to everyone:    12:51 PM
ty
from Tony Jacob to everyone:    12:51 PM
yes
from Chris F to everyone:    12:51 PM
We've seen it randomly start causing issues without a failover because DNS refreshed and got the other IP.
from Chris F to everyone:    12:53 PM
We have one vendor that requires a reinstall.
from htreftz to everyone:    12:55 PM
Make sure you do that well before the move.
from htreftz to everyone:    12:55 PM
At least longer than the TTL
from John Genske to everyone:    12:55 PM
+1 for the most overlooked things in SQL aplication level c-name, I think you need a a record for kerberos forwarded connections, but that is a rarity 
from Oleg Pokrovskiy to everyone:    1:16 PM
Is there any way to check a log stream compression type?
from Oleg Pokrovskiy to everyone:    1:18 PM
Yes
from Brian Kallion to everyone:    1:30 PM
would there be any reason those sqldiag files wouldn't be created?  I'm looking for 'em on a secondary replica and don't see any, i see all the other files you'd expect... primary has them though
from Darrick Coles to everyone:    1:46 PM
Today, when I thnk about FailOver Clusters and Availability Groups I get confused as to how they are similar, different and can't describe it to myself.
from Darrick Coles to everyone:    1:50 PM
Yep
from Tim Radney to everyone:    1:55 PM
Don't forget the S1 demo starting up at 2:00 PM Eastern. 
from Tim Radney to everyone:    1:56 PM
S1 demo link - https://global.gotomeeting.com/join/371032357 
from Brian Kallion to everyone:    2:30 PM
ellooooo
from Tony Jacob to everyone:    2:30 PM
yes
from Pam Mooney to everyone:    2:30 PM
Yes
from Darrick Coles to everyone:    2:30 PM
Yes
from John Genske to everyone:    2:31 PM
👍👍
from Tony Jacob to everyone:    2:39 PM
if there's an issue with the failoer...can you fail back over to the lower version?
from Tony Jacob to everyone:    2:39 PM
ty
from Brian Kallion to everyone:    2:59 PM
does the core cluster resource owner come into play at all in this scenario?  should it be owned by the primary node?
from Brian Kallion to everyone:    3:08 PM
yup gotcha
from Oleg Pokrovskiy to everyone:    3:10 PM
We may also have one Disk Quorum Witness on each site. PROD Disk is configured into Quorum Model. DR disk is sitting in Available Storage Group (on DR site). Manual Failover process would require to change Quorum model to Nodes Only, move Cluster Core to DR, and reconfigure DR for Disk Quorum Model.
from Brian Kallion to everyone:    3:54 PM
yup noted!
from John Genske to everyone:    4:26 PM
I'm guessing the FCI should always have nodes on seperate hypervisor host clusters to be effective HA.
Even being in a HA-Hypervisor would alow for a system crash/event.
Do you have some sort of hardware layout like a completely seperate Hypervisor cluster,
attached to the shared storage, to make ha more effective.
from htreftz to everyone:    4:26 PM
So lets talk a situation
from htreftz to everyone:    4:27 PM
Not really concerned about DR, have an active passive cluster and want to offload ideally with minimal effort on the current appliucations the read operations (specficily some ugly read only queries) to a third server.
from htreftz to everyone:    4:27 PM
replcation to the third server?
from htreftz to everyone:    4:31 PM
In house.
from htreftz to everyone:    4:31 PM
Ugly query it isn't just an index issue, it is the way they issue it. 
from htreftz to everyone:    4:32 PM
Make sense.
from Mark Cooper to everyone:    4:32 PM
What happens to an AG recovery queue in a failover?
from Mark Cooper to everyone:    4:33 PM
yes
from Ben Miller to everyone:    4:33 PM
What would be your tipping point where you would do either AG or Replication. Heavy read operations, a couple of multi-TB tables but only about 5 total that large.  EAV type tables. Partitioned large tables. AG or Repl?
from Ben Miller to everyone:    4:33 PM
I know it depends, but where would I start?
from Mark Cooper to everyone:    4:33 PM
good enough
from Ben Miller to everyone:    4:34 PM
3 nodes, 10TB database, AG with 2 readable secondaries
from Ben Miller to everyone:    4:34 PM
Multi-TB data.
from Ben Miller to everyone:    4:35 PM
No because they need to be identical and the primary needs to be in the read pattern as well.
from Stephen Dyckes to everyone:    4:37 PM
That is creative REPL troubleshooting!!
from Oleg Pokrovskiy to everyone:    4:43 PM
Did you try to use pull subscriptions with distributor in AG?
from John Genske to everyone:    4:45 PM
Is there a way to fix an orpah if a database is listed added to the wrong ag in a dist ag?
from John Genske to everyone:    4:46 PM
https://docs.microsoft.com/en-us/sql/database-engine/availability-groups/windows/distributed-availability-groups?view=sql-server-ver15
from John Genske to everyone:    4:48 PM
ie WSFC2 AG2 primary instead of WSFC1 AG1 Primary, creates an orphan. Other than blowing away the entire DIST AG on the WSFC2
from John Genske to everyone:    4:48 PM
orphan
from Brian Kallion to everyone:    4:59 PM
Beer #1 in progress
from Stephen Dyckes to everyone:    4:59 PM
haha, what can go wrong
from Stephen Dyckes to everyone:    5:00 PM
Agreed, a nice imperial stout to start the weekend
from John Genske to everyone:    5:00 PM
That's when the split brain would happen right when you want to go home
from Mark Cooper to everyone:    5:01 PM
on to #2
from Richard Douglas to everyone:    5:02 PM
Thanks Jonathan and Tim, I need to go it's 10pm here and my son has swim training at 4:30am :-(
from Pam Mooney to everyone:    5:06 PM
I also need to go.  Thank you, Jonathan and Tim
from Chris F to everyone:    5:12 PM
Just got paged. Thank you for the class, I have several things I need to check on and practice.
from htreftz to everyone:    5:14 PM
I don't have a good excuse besides my brain in squishy at this point.
from htreftz to everyone:    5:14 PM
Thanks

